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Introduction
•Dark Energy Survey 5000 square degrees

•400 million galaxies spread on the cosmic web

•Four probes to cosmology: SN, BAO, WL and Clusters

•Several methods to find clusters of galaxies

•Understand their selection functions → better cosmology.
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Cluster Finders Industrialization

•Run Cluster Finders (CFs) on mock catalogs

•Match clusters to halos in simulations

-Calculate completeness and purity

•Have several CFs in a controlled environment

-Keep track of data provenance, code version, and 
configurations

•Faster processing response time on data releases
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Cluster Finders Industrialization

•Matched Filter (L. Olsen), WAZP (C. Benoist), VTRS (W. 
Barkhouse), GMBCG (J. Hao), Lambda (E. Rykoff), C4+ 
(L. Baruah), and zVT (M. Soares-Santos)

•Framework to compare results allowing:

-Fine tuning. Finding the best set of CF input 
parameters, e.g. M* and threshold.

-Cluster Finding challenge. Pros and cons of each 
CF method. Assess their selection functions. 

•Compliance: CFs produce common output: RA, Dec, z, 
mass proxy rank
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The Cluster Finder pipeline
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Code versioning and share

Code is versioned in My 
Developer Zone and shared 
among collaborators with 
different permissions
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Workflow
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•CF codes 
wrapped in 
python 
modules

•Modules 
concatenated 
in XML 
workflows
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Data search

1 Select data

2 Choose constraint

3 Box search
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Data handling

•ADDGALS: mock catalogs (200sqdeg)

•Data Challenges: mock observations (100sqdeg)

•Blind Cosmology Challenge: unknown cosmology mock 
catalog (5000sqdeg)

•Other data: CFHT, S82, and BOSS

•Ingested to PostgreSQL database. 

•Q3C indexing for large astronomical catalogs
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CFOs can also upload 
their cluster catalogs

Data	 Upload
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60 sqdeg/35 cells

cell and overlap size configurable

Parallelization
• Important for large area analysis

• (almost) Embarrassingly parallel

• Resolve overlaps by bisection before stitching

• Some CF needs post-processing
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Comments
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Jobs can be shared with groups or 
individuals, which can comment the 
results
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Comments

29
Browse comments through My Workspace
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Comments
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Pipeline Consolidator

•Access saved processes

•Compare side by side

-Published metrics

-Common output from halo-cluster matching code

•Cases:

-Fine Tuning: WAZP

-Cluster Challenge: WAZP VS GMBCG
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WAZP Fine Tuning
•WAZP (Christophe Benoist/OCA)

-Identification of galaxy over-densities in Ra, Dec, 
zphot space. 

-The underlying algorithm uses 2D and 1D density 
field reconstruction based on wavelet transforms.

•Tunable parameters:

-Threshold

-Magnitude limit

-Parallelization (size of cells in sky partition) 
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Lower threshold

Brighter magnitude limit
Larger cells
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Cluster Challenge

•WAZP VS GMBCG

•GMBCG searches for over-densities of red sequence 
galaxies + BCG. It uses photometric redshifts to assign 
the cluster’s redshift.
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WAZP

GMBCG
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WAZP

GMBCG
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WAZP

GMBCG
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PHOTO-Z
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PHOTO-Z
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PHOTO-Z
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Lessons learned
• CFs are in C, C++, Fortran, IDL, Perl, Python. 

• Need special libraries.

• All wrapped by python modules 

• Time to complete code wrapping depends on

- have source code running

- length of workflow, 

- length of configuration, 

- data needs (e.g. from FITS to ASCII), 

- language, libraries installation, and 

- understanding code. 

• Some of those are first-timers’ difficulties.
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Conclusions

• Lots of people, codes, languages, cultures and schedules

- Several Cluster Finders wrapped. 

• Legacy. Production of cluster catalogs at the push of a button

• Pipeline Consolidator allowing easy comparison

• Future

- close the loop with cosmology module

- Run on real data
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Thanks
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Thanks
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Extra Slides
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Catalog stitching
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Legacy
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Brian Gerke (SLAC) was leading this project.
He left, but the code goes on.
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Parallelization in the portal
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Data	 Organizer:	 multiple	 queries	 of	 
configurable	 area	 size

Consolidator:	 join	 catalogs

Cluster	 Finder

Data	 Retriever:	 execute	 queries	 
and	 produces	 FITS	 files

Cluster	 Comparison,	 Plots...

...

...

Database
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